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Abstract

Touch input on multitouch screens is known to be inaccurate. This is generally ex-
plained by the fat finger problem; the softness of the fingertip prevents the system
from detecting precisely the touch position, while the occlusion of the target by
the finger prevents the users from getting feedback from the target. Holz emitted
another explanation for the inaccuracy of the touch input and introduced the per-
ceived input point model. This model states that the system detects touches at an
offset from the intended target, and that this offset depends on the finger position
when touching the surface.

In this thesis, we expanded on Holz" model and investigated the impact of touch se-
quences on the finger orientation. We formulated two hypotheses; the predecessor
touch in a sequence influences the finger orientation and the touch location on the
next button and the successor touch influences the finger orientation and the touch
location on the previous button. We named these two hypotheses the predecessor
effect and the successor effect.

A literature review revealed several techniques created to circumvent the accuracy.
It also gave some example of finger orientation or body posture use in combination
with multitouch tables. Different systems for obtaining the finger orientation are
presented and were used to decide on our own system. We refined our hypotheses
through an iterative process, during which we designed the experiment to verify
our hypotheses. The study design, as well as the system components went through
several iterations. Our system includes a high definition touch detection prototype
and a software presenting the touch sequences to enable us to test our hypotheses
and logging the touch data.

We tested our hypotheses by running a study which validated them. The predeces-
sor effect on the finger orientation and the touch location was clearly seen, while
no proof of the existence of the successor effect was seen. The predecessor effect
could help making touchscreen devices more accurate.
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Conventions

Throughout this thesis we use the following conventions.

Text conventions

Source code and implementation symbols are written in
typewriter-style text.

myClass

The whole thesis is written in British English.






Chapter 1

Introduction

Multitouch devices have made their way into our daily life.
Their smaller versions at least. Mobile phones, tablets, lap-
tops and desktop computers with multitouch screens are
common products. Although it is possible to buy large
multitouch devices, or even build them by hand, they are
not as common as the other ones. Over the years, different
technologies have appeared and evolved, enabling table-
tops to detect touches in a reliable way. However, touch
interactions on the surface lack the precision other input
techniques have. The work presented in this thesis aims at
improving the accuracy on touch tables by making use of
the body posture.

In this chapter, we will present the current state of the art in
multitouch tables, the different sensing technologies avail-
able, their limitations, the motivation of this thesis and we
will conclude with an overview of its content.

1.1 State of the Art Touch Detection in
Tabletops

There are different technologies available to build multi-
touch surfaces. The main ones are resistive, capacitive and
vision-based.

Large Multitouch
surface lack
accuracy.
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How resistive
screens work.

How capacitive
screens work.

Two IR light based
multitouch tables:
using DIl or FTIR.

With DI, objects
hovering above the
table can be
detected, with FTIR,
they need to be on
the surface.

The fat finger as an
explanation for
inaccuracy on
touchscreens.

Resistive screens are made of two conductive sheets sepa-
rated by an insulated layer. When the screen is touched by
any object, the conductive sheets come in contact and the
precise location of the touch is registered. Resistive screens
can be multitouch, although they are predominantly sin-
gle touch. Their main application is in trackpads, mobile
phones, or monitors. This technology is not used for table
sized screens.

Capacitive screens consist of one conductor layer. When
a finger touches the surface, the magnetic field of the per-
son disturbs its electrostatic field. Capacitive screens are
multitouch and are common in mobiles phones, tablets,
and monitors. The DiamondTouc uses this technology to
sense the users’s touch on the surface. The surface is illu-
minated by a video projector attached above the surface.

Optical technologies are the preferred choice when build-
ing multitouch table, mainly because they are cheaper to
build compared to the other technologies. The two possible
choices are Frustrated Total Internal Reflection (FTIR) and Dif-
fuse Illumination (DI). Both use infrared light and cameras to
register touches on the surface.

FTIR diffuses IR light in the surface of the table, and when
the finger touches it, the light is reflected downward, en-
abling the camera to see the touch. DI diffuses IR light from
below the table, and when an object is placed on the sur-
face, the light is reflected for the camera to see. The main
difference between these two techniques is the fact that DI
will see shadows of objects hovering above the table, while
FTIR will only detect objects in direct contact with the sur-
face.

1.2 Motivation

Researchers argue that touch input cannot be accurate be-
cause of the fat finger problem; the finger occludes the target
and the softness of the fingertip prevents to accurately hit
small targets. The minimal target size for touch interaction

]htt’p: / /www.circletwelve.com



1.2 Motivation
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Figure 1.1: Left: FTIR setup, Right: DI setup.

has been noted as between 10.5mm [Vogel and Baudisch,
2007]] and 26mm [Hall et al., 1988].

This theory was refuted by Holz" et al. [2010]. In this pub-
lication, they argued that touch inaccuracy could be ex-
plained by a new model, the Generalized Perceived Input
Point Model. Their hypothesis was that touches were regis-
tered at an offset from the intended target, and that the off-
set depended on the finger posture. We present their stud-
ies and results in the related work chapter (section [2.T).

We were interested in expanding Holz” work to multitouch
tables, but with changes compared to their original setup.
Holz’ results had one major limitation; they showed that
their model explained the touch inaccuracy and that it
could be corrected, but to do so, Holz’ team instructed the
participants to be as accurate as possible when hitting the
targets. We were interested to see whether the results could
be reproduced in a more lifelike situation. When we did
our study, we asked participants to hit the buttons in a ca-
sual way, without focusing on being accurate. Holz" based
his model on the full finger posture, using the pitch, roll
and yaw, while we used only the latest in our study.

Our main hypothesis was that Holz” model could be ex-
panded and that the whole body posture could be used to
explain the offsets. To this end, we designed an experiment
where participants had to hit targets on a surface. We de-
veloped pieces of software to detect the touches on the sur-
face, to move a camera with very high resolution, and to

T

i
|\

5\

IR Camera

Holz’ Generalized
Perceived Input Point
Model as another
explanation for the
inaccuracy on
touchscreens.

We adapted Holz’
experiment and
expanded the model
to multitouch tables.

Use the body posture
to expand the model.
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The next chapter
presents the related
work.

Hypotheses and
study refinement.

Implementation of
our system.

Results of our main
study.

Summary and future
work.

display the targets on the table. During the first months of
this work, our hypothesis evolved, and we focused on the
impact of touch sequences on the finger orientation and the
touch location on the surface. We believe that our findings
can help increase the accuracy of everyday touchscreen de-
vices.

1.3 Thesis Overview

The following chapter presents the related work we used
for this thesis. It presents in detail Holz’ study [Holz and
Baudisch| 2010] which stands as the foundation for our
work. Additionally, some targeting systems developed to
solve the touch inaccuracy issue are introduced, followed
by systems using finger and body posture, and finally by
techniques enabling the detection of finger orientation.

Chapter 3| describes our process when selecting our hy-
potheses and designing the study. It presents the different
iterations we went through. It begins with our paper pro-
totype, and how we used the results from the study we
ran with it to refine our hypotheses. Then we describe the
different studies we ran and how each new iteration was
based on the previous one.

Chapter[dintroduces the different software components we
developed for this project; the touch detection agent, the
moving camera agent with the hardware and firmware,
and the software presenting the stimuli during the study.

Chapter [5| details the results of our main user study, and
answer the question about the predecessor effect and suc-
cessor effect on the finger orientation and the touch offset.

Chapter E] summarize the work in this thesis, and presents
several open questions that can be researched in the future.



Chapter 2

Related work

The inaccuracy of the touches detected by systems using
the touch area center point has been linked to the so-called
fat finger problem [Holz and Baudisch, 2010]; “the softness
of the fingertip combined with the occlusion of the target
by the finger”. This prevents the targets from getting be-
low a certain size or too close from one another. It has been
noted by researchers that the minimum target size for tar-
gets was between 10.5mm [Vogel and Baudisch, 2007] and
26mm [Hall et al.,[1988].

In this chapter, we will present another hypothesis for the
touch input inaccuracy and present targeting aid systems
which have been implemented to circumvent this issue. We
will also present systems that have made use of finger ori-
entation or other body parts, and finally we will present
techniques to detect the finger orientation.

2.1 The Generalized Perceived Input
Point Model

Holz et al. [2010] formulated the hypothesis that the touch
inaccuracy is not caused by the fat finger problem, and devel-
oped the generalized perceived input point model. This model
is based on Vogel and Baudisch [2007] statement that users
tend to perceive the selection point of their finger as be-

The fat finger
problem as the
cause for touch input
inaccuracy.

Related work on
finger orientation and
touch accuracy.



2 Related work

The Generalized
Perceived Input Point
model as another
possible cause for
the inaccuracy of
touch input.

A user study showed
that different finger
orientations lead to
different clusters of

touch offsets.

RidgePad: a
prototype using a
fingerprint scanner to
get the finger
orientation was built
to correct the offset.

ing at the top of the fingertip while the system records the
center of the touch area several millimeters below (see Fig-
ure [2.T). Holz argues that this offset is a systematic effect
and can be compensated by adding a reverse offset to the
touches. The generalized perceived input point model assumes
that this offset depends not only on the location of the fin-
ger on the 2D surface, but also on the position of the finger
in space. This position is analyzed through the use of the
angle between the finger and the table; the roll, pitch and
yaw. They also assumed that each user has a different men-
tal model and thus needs a personal offset correction.

(a) user view (b) hardware view

'E“
Y

(—'— input point

’

Sane’

<«— input point

.
-~

Figure 2.1: The perceived input point: (a) where the user
expects the touch to be, (b) where the touch is recorded by
the system [Vogel and Baudisch, 2007].

In order to verify their theory, they conducted a user study
in which participants were asked to hit a crosshair repeat-
edly with five different levels of pitch. To limit the impact
of other factors, the participants were asked not to move
their head during the study to control for parallax and the
touch was validated using a foot-switch to avoid inadver-
tent movements during take-off. The study was repeated
for the finger roll and yaw. Figure shows the results of
the study for the roll and pitch effect for the first six users.
The ovals contain 65% of the touches for a particular condi-
tion. One can make two observations from this chart; first,
the five ovals of a user have a different offset, and second,
the ovals distribution is different for each user.

As the findings of the user study tend to support the model,
they decided to build a prototype of a touch device that
could extract these four parameters (roll, pitch, yaw and
user). The RidgePad is a touch input device based on a
fingerprint scanner. The fingerprint allows the system to
differentiate between users and the portion of the finger-
print currently in contact with the surface. This enables the
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RidgePad to infer the roll, pitch and yaw of the finger. A cali-
bration phase records different positions and assigns an off-
set to each one of them. During use, the system compares
the received fingerprint to all fingerprints in the database
to identify the user. RidgePad then selects the k fingerprints
closest to the observed one and averages their offsets. The
current touch location is computed as the center of the con-
tact area, corrected by the averaged offsets.

Figure 2.2: Clusters of touch locations for 6 participants.
The ovals represent clusters of points for a particular level
of roll (a) and pitch (b) [Holz and Baudisch, 2010].

A second user study was performed to evaluate the per-
formance of the RidgePad. Participants were asked to hit a
target, a crosshair or a dot. The dot was occluded by the
participant’s finger and Holz wanted to check whether oc-
clusion problem could be a factor in his model. Per user, the
corrected touch locations were averaged and compared to
the averaged uncorrected touch locations. RidgePad caused
an average spread of 1.24mm while the uncorrected loca-
tions caused a 2.75mm spread. The spread of touch input is
2.2 times smaller when using the fingerprint touch device
compared to a traditional touch input based on the center
of the contact area.

Although these results tend to confirm the validity of the
generalized perceived input point model, some limitations of
the studies have to be taken into account. In the first study,

The corrected touch
locations were closer
to the target than the
uncorrected ones.

There is support for
the model, but with
limitations in the user
study.



2 Related work

Review of targeting
aids systems.

Cross-Keys uses
handles to move a
crosshair.

Crosshair moves in
discrete steps.

the ovals representing the touch locations based on an an-
gle contained only 65% of the touches. Also, people were
asked to be as accurate as possible when using the system.
It would be interesting to run a study where users could in-
teract with the system as they would in a real-life situation.
It is possible that the ovals may be bigger and not as clearly
identifiable.

2.2 Targeting Aids

The following section presents an overview of different tar-
geting aids systems specifically designed to address the tar-
get occlusion problem. Three techniques will be presented
in this section: Cross-keys, Precision-Handle and Shift. Al-
though several other systems have been designed over the
years, we believed that those are the ones which had the
most significant impact.

2.2.1 Cross-Keys

Figure 2.3: Cross-Keys (shown) can be used to move left and
down to be placed accurately on the current target [Albins-
son and Zhai, 2003].

Cross-Keys from Albinsson et al. [2003] removes the occlu-
sion problem completely by moving the user’s hand away
from the target. This system uses a crosshair with control
keys to move it and an activation key at the center of the
crosshair to select the target.

The first tap on the screen displays the crosshair on the
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screen. Taps on the handles of the crosshair allow it to move
in discrete steps. When the target is reached, it can be se-
lected by tapping the central circle. If the initial tap is too
far away from the target, another tap will move it to a dif-
ferent location.

The results show that this selection method had a low er-
ror rate. This is due to the discrete movement which allows
precise adjustments. On the other hand, the discrete taps
increase the selection time. Another drawback is that the
occlusion is not completely solved. The user’s hand may
hide the handles or the crosshair at times.

2.2.2 Precision-Handle

Activation
circle
M Al
Pivot point
Target’s
highlighting
circle

Figure 2.4: with Precision-Handle, all movements made at
the handle are reproduced at the tip at a smaller scale,
allowing for precise manipulation [Albinsson and Zhai,
2003].

Precision-Handle is another technique introduced by Albins-
son et al. [2003]. As with Cross-Keys, the occlusion problem
is removed as the user’s interactions are not made on the
target. This system consists of a handle and a crosshair at
the tip to point at the target.

Crosshair has a low
error rate, but it
increases the
selection time.

Precision-Handle
removes the finger
from the target.
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Moving the finger on
the handle moves the
crosshair at the tip.

Participants rated
this technique
positively.

Offset Cursor moves
the cursor above the
finger, removing
occlusion but also
preventing to aim at
targets directly.

The handle appears on the screen when the user taps on it.
The movements made at the handle are reproduced at the
tip on a smaller scale, which increases the precision. When
using the handle, it will shrink or stretch, thus linking its
movements to the tip. The current crosshair position can be
selected by tapping in the activation circle, as in the previ-
ous system.

The error rate for this technique was also low, and the users

evaluated it positively regarding its speed, accuracy and
comfort of use.

2.2.3 Shift

Figure 2.5: With Shift, ambiguous target selection is solved
by displaying a callout showing the occluded area and the
current finger selection point. Moving the finger allows the
user to move the pointer on the target and lifting it selects
the target [Vogel and Baudisch, 2007].

Shift, developed by Vogel and al. [2007], builds on the idea
of the Offset Cursor [Potter et al., 1988]. Offset Cursor creates
a pointer on the screen at a fixed distance above the finger
touch area. The finger can be dragged on the screen to move
the pointer. The target is selected when the finger is lifted
off the surface. Although this technique allows for precise
selection, it has drawbacks. The most important one be-
ing that the user cannot aim at the target directly anymore.
Instead, he has to counterbalance the offset by consciously
aiming below the target. As there is no visual representa-
tion on the screen until the finger is touching it, estimating
the offset is hard and needs more iterations.
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Shift aims at keeping the benefits from Offset Cursor while
tixing its drawbacks. To achieve this, it does not only off-
sets the pointer, but also the part of the screen that is un-
der the finger. Figure shows a scenario when the target
selection is ambiguous (i.e. more than one target around
the pointer) and Shift displays the callout. When there is no
ambiguity, the target is selected and no callout is displayed.
Once the callout containing a view of the occluded area is
shown, the user can pinpoint the target by sliding his finger
on the surface. The target is selected when the user lifts his
finger.

Unlike Offset Cursor, Shift keeps the speed and simplicity of
direct touch interaction. It makes the system easy to use in
a walk-up situation. Shift solves the occlusion problem but
does not improve the accuracy issue. When the user lifts his
finger, the pointer moves as the contact area changes and it
may become off target.

2.3 Finger and Body Posture Use

The finger orientation, the position of the arm, head and
other body parts have been used to enhance the interaction
with multitouch surfaces. All of them however, focus on
creating new interaction techniques and not on improving
the accuracy of such surfaces.

2.3.1 Finger Input Properties

Wang and Ren [2009] investigated the different properties
of a finger and designed four widgets that made use of the
touch area shape, its size and the finger orientation.

Their first widget is the Finger Combination Cursor. This
technique relies on the contact area to define an area cur-
sor as well as the contact point to define the point cursor.
While most systems use the contact point to select a target,
Wang and Ren make use of these two parameters. When a
touch is detected, the system follows this algorithm to se-

Shift creates a
callout above the
finger to display the
occluded area and
the cursor.

Shift solves the
occlusion problem,
but does not increase
touch input accuracy.

Review of systems
using finger
orientation or body
posture.

Four widgets using
the finger orientation.

Finger Combination
Cursor uses contact
area and contact
point to select
targets.
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Finger Sector Menu
displays pie menu
around the finger.

Figure 2.6: Widgets using the finger orientation. (a) Fin-
ger Combination Cursor, (b) Finger Sector Menu, (c) Finger
Pointing Stick, (d) Finger Cross Selection [Wang and Ren,
2009].

lect a target. If only one target is inside the contact area,
it is selected using the area cursor; if more than one tar-
get is covered by the contact area, the point cursor is used
and the target closest to it is selected. This technique allows
fast target selection with relatively low accuracy when us-
ing the area cursor, while at the same time retaining the fine
precision of the point cursor.

Finger Sector Menu comes from the observation that in mul-
titouch systems, pie menus are often launched by a fin-
ger touch and that some items are always occluded by the
hand. The touch area shape is used to determine the finger
orientation (more details in the following section). Once
this is known, the position of the hand can be deduced and
the items displayed on a pie menu around the hand, but
not under it. Items can be selected by rocking the finger or
rotating it. This widget solves the occluded item issue and
makes item selection more natural, as no item is ill placed
regarding the wrist position.



2.4 Finger Orientation Detection

13

Finger Pointing Stick is based on the pointing stick, the iso-
metric joystick used as a pointing device one can find on
laptop mice and keyboards. The finger works like a joy-
stick; the cursor can be moved using the changes in the con-
tact area, rotating the finger fine-tune the cursor and rock-
ing the finger moves the cursor in the same direction.

Finger Cross Selection aims at making the selection of distant
targets easier and faster by eliminating the need for the user
to reach all the way to this target. When using two fingers
on the surface, radial lines show the orientation of the fin-
ger and the intersection of these lines is used to select the
target.

2.3.2 Pointing Gesture Recognition

Nickel and Stiefelhagen [2003] investigated body posture
in pointing task. They tested three approaches to establish
the pointing target. The first one was the line of sight be-
tween the head and the hand, the second was the forearm
orientation and the last one was the head orientation. The
line of sight between head and hand, as well as the forearm
orientation were determined using stereo camera, while the
head orientation was given by a magnetic sensor.

They noted that participants tended to look at pointing tar-
gets while gesturing toward them. Comparing the three
approaches, their results show that the head-hand-line pro-
duced the most accurate estimate for pointing direction.
This proves the usefulness of using other body parts and
not only the hand in pointing tasks.

2.4 Finger Orientation Detection

2.4.1 Computer Vision

Malik et al. [2004] developed the Visual Touchpad, a stereo
hand tracking system that provides the 3D positions of the
user’s fingertips as well as their orientation on and above

Finger Pointing Stick
uses the finger as a
joystick.

Finger Cross
Selection enables
selecting distant
fingers by using two
fingers.

Use of body postures
for pointing at objects
in space.

The line between the
head and the hand is
the best estimate for
pointing directions.

Using stereo
cameras to track
hands in space.
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Extracting finger
orientation from the
camera images.

Figure 2.7: Hand detection steps. (a) Original image, (b)
Warped Image, (c) Background subtracted image, (d) Fin-
gertips position and orientation detected [Malik and Las-

o, 2003

a surface. The system is composed of two video cameras
mounted above a touchpad, a regular piece of paper.

The first step of their fingertip and orientation detection is
to map the camera image to the screen coordinates and cre-
ate a warped image of the touchpad on the screen, as can
be seen in figure 2.7p and figure 2.7p. The background is
then subtracted from the image. The high contrast between
the black of the touchpad and the hands allows the sys-
tem to robustly deals with shadows and different lighting
conditions. The hands are detected using a flood-fill func-
tion. The contours of the hand are then detected, and the
fingertips are found by looking at strong peaks along the
borders. The vectors from a contour point k to k+n and k-n
are computed for a fixed 7, and if the angle between those
vectors is below a certain threshold, that point is marked
as a fingertip. The orientation is determined by computing
the median line from the fingertip k and the points k+7 and
k-n. Figure 2.7d shows the resulting fingertips and finger
orientation.
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2.4.2 Contact Area Shape

yA

minor axis

major axis

ol

Figure 2.8: Contact area shape fitted to an ellipse. The ma-
jor axis shows the undirected finger orientation [Wang and
Ren|, [2009].

Wang et al. [2009] designed a new approach for detecting
unambiguously finger orientation using the contact area
shape of the finger on a surface. Their system relies on
a tabletop based on Frustrated Total Internal Reflection
(FTIR). The contact area of the finger is fitted to an ellipse,
and if the ratio between the main axis and the minor axis of
this ellipse is above a certain threshold, the main axis gives
the undirected finger orientation.

™ ™ ™ ™ ™

Figure 2.9: Contact area shape deformation when a finger
touches a surface [Wang et al., 2009].

The disambiguation of the finger direction is done by look-
ing at the way the finger lands on the surface. As the finger
has a soft texture, it does not come in contact with the sur-

Using the contact
area shape for
detecting finger
orientation.

The contact area
shape changes as
the finger lands on
the surface and gives
the finger orientation.
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2 Related work

Using fiduciary tags
on fingertips to get
the finger orientation.

face in one step. As we can see in figure the contact
area shape changes while the finger gets on the surface and
the center of this area moves towards the palm of the user.
By analyzing the movements of the center of the contact
area, Wang et al. are able to determine the direction of the
finger orientation. The results show that disambiguation
algorithm has a success rate of 96.7%, while the angle has
an average detection error of 2.69°.

2.4.3 Fiduciary-Tagged Gloves

6'.'-
' (]

Orientation 5
angle

- EY

] 28 p—
‘6

4 Tag
| identification j

Figure 2.10: Fiduciary-Tagged Gloves (bottom view and

touching a tabletop) [Marquardt et al., 2010].

Marquardt et al. [2010] introduced the Fiduciary-Tagged
Gloves as a reliable and expressive way to collect informa-
tion regarding several parts of the hand. We are especially
interested in the ability of the system to detect the finger
orientation. Glove-based tracking is well used in domains
such as virtual reality and augmented reality, while it is
not very common with tabletops. Marquardt et al. use a
Microsoft Surface table - with Diffuse Illumination - and a
glove tagged with multiple fiduciary markers. The table is
able to detect several markers at the same time and differ-
entiate between them. The finger orientation is given by
the orientation of the tag on the table. The advantages of
this system are the relative low cost of its implementation,
its ease of use and the possibility of detecting and differ-
entiating several parts of the hand. All of the above allow
for rapid prototyping, but cannot make for an end-user sys-
tem, as wearing gloves is not a natural way to interact with
tabletops.
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2.4.4 Hand Shape

Figure 2.11: Finger Contours determine the symmetrical
lines around each finger and use them to compute the fin-
ger orientation [Dang and André, 2011].

Dang et al. employ a multitouch table working with
Diffuse Illumination to obtain the shape of the hand as
shown in figure The idea behind Dang’s work is that
each finger touch can be represented by two quasi symmet-
rical lines converging at the fingertip and that those lines
can be used to determine the finger orientation. The posi-
tion of the finger is obtained by removing the background
from the raw image to get the bright spots representing the
fingers. The center of each contact area determines the fin-
ger position. Lines are drawn from the center point and
the first dark point found along the line belongs to the con-
tour and is stored in a list. Once all the contour points have
been found, the points at the fingertip are excluded and the
remainder points are used to compute the two quasi sym-
metrical lines. The angles between those lines and the x-
axis are computed and averaged to determine the finger
orientation. The authors compare their method to the el-
lipse method with 180-adjust and show that the contour
method is more accurate and gives a recognition rate above
93% with an error range of 10°.

The hand shape is
used to detect
fingertips and finger
orientations.
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2 Related work

Capacitive sensors
are used to detect
the finger pitch and
yaw.

24.5 Capacitive Sensors

Figure 2.12: Capacitive proximity sensors are used to deter-
mine the finger position and also its pitch and yaw [Rogers|

etal} por1).

Rogers et al. aim at improving the touch accuracy
by using the finger pitch and yaw in addition to the finger
position, as Holz et al. showed that varying these
parameters led to different touch location for the same tar-
get (see [2.1). An array of capacitive proximity sensors is
used to feed a model which generates the finger position,
the contact area size, and the finger pitch and yaw. The
model uses a particle filter to infer the finger position based
on the data provided by the sensors. Their results confirm
the observations made by Holz et al. [2010]. The position
given by the model is more accurate than a simple interpo-
lation. They suggest that they can achieve a 95% accuracy
for buttons with a 5mm radius.
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Chapter 3

Study Design and
Hypotheses Formulation

As stated in the introduction (see Section [I.2), the aim of
this thesis is to expand on Holz’ findings [2010]. In other
words, we want to investigate if different body postures,
and not only the finger position, can create different offsets
when selecting a target on a tabletop. This section presents
the iterated study design process and the refinement of our
set of hypotheses. The study designs and hypotheses were
tested in several experiments.

3.1 Paper Prototype

We designed our paper prototype to check whether our hy-
potheses were sensible. We ran a short experiment with it to
see whether the task we asked the users to perform and the
procedure we followed were adequate to test our hypothe-
ses. Our main hypothesis was that different body postures
would create different touch offsets. Other research ques-
tions were investigated in this experiment:

e for a given hand position, does the distance between
the target and the body have an impact on accuracy?

For testing our
hypotheses, we
created several
studies iteratively.

We ran a study with
a paper prototype to
test if our task and
procedure were
adapted.
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Figure 3.1: Paper Prototype: target layout.

e when moving from one target to the next, will the fin-
ger stay in the same position while the arm moves or
will it move as well?

e when the next target is occluded, will participants
change their posture for the current target to see all
of the targets?

e can we compare the dominant and non-dominant
hand? Is there a mirroring effect or less accuracy
when using the non-dominant hand?

In order to verify our hypotheses, we designed an experi-
ment in which participants had to touch targets on a table in
a specific order, while being seated in front of the table. The

Targets and lines setup was made of a sheet of paper covering a table. Targets
were drawn on a were drawn onto the sheet and were connected by several
table. lines (see Figure [3.1). The horizontal span of the targets

was 155cm and the vertical one was 60cm. A video camera
placed above the table filmed the participants as they did
the experiment.

For this study, participants were asked to touch particular
targets in a row using either their left of right index fin-

Participants had to ger. The sequence of targets was announced by the ex-
touch targets perimenter, along with which finger they had to use. The
following sequences. touches of the sequences were announced in advance by

the experimenter. The sequences used can be seen in fig-
ure There were 21 sequences, and each of them was
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repeated 5 times. The order of the sequences was random-
ized. Once every sequence had been used once, they would
be repeated using a different order.

Sequence Name |Targets

L3 LC3, LB3, LA3

L2 LC2, LB2, LA2

L1 LC1, LB1, LA1

LO LCO, LBO, LAO

MO (left) Co0, BO, AO

MO (right) Co, BO, AO

RA RAS, RA4, RA3, RA2, RA1, RAQ
R3 RC3, RB3, RA3

R2 RC2, RB2, RA2

R1 RC1, RB1, RA1

RO RCO, RBO, RAO

B (left) LB3, LB2, LB1, RBO, BO, LBO
C (left) LC3, LC2, RCO, LC1, CO, LCO
B (right) RB3, RB2, RB1, LBO, BO, RBO
C (right) RC3, RC2, RC1, CO, LC1, RCO
R4 down-right RCO, RBO, RB1, RB2, RB3

R4 down-up RCO, RBO, RAOQ, RB1, RC2
From R3 RC1, RB1, RB2, RB3

L4 down-left LCO, LBO, LB1, LB2, LB3

L4 down-up LCO, LBO, LAO, LB1, LC2
From L3 LC1, LB1, LB2, LB3

Figure 3.2: Paper Prototype: sequences of targets used. The
first letter of the sequence name refers to the performing
hand.

We decided to use sequences with the belief that they
would influence which joints were moved when the par-
ticipant’s hand went from one target to the next. We did
not want to explicitly ask participants to adopt specific limb
postures as it could have influenced the results.

The camera mounted above the table recorded the experi-
ment for all of the users. The video files for each participant
were processed and snapshots of the touches have been ex-
tracted. These pictures were then labeled with the name of
the hit target, the name of the previous target and the fol-
lowing one. For instance, the snapshot of the target LB2 in
the sequence L2 would be labeled LB2.LC2.LA2.

This study was ran with four participants (one female), all
studying Computer Science. All participants were right-

Sequences were
chosen to see
particular body
postures.

The setup was
captured by a video
camera.

Participants were
young students.
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Figure 3.3: Paper Prototype: participant touching targets in a row. Different joint
positions can be observed.

Some targets were ill
positioned.

Different joints are
moved from one
position to the next.

The body posture
depends on the
position of the target
on the table.

handed and between 22 and 25 years old. Drinks and
snacks were provided during the study and no other in-
centive was offered.

When analyzing the videos and interviewing the partici-
pants after the study, it was clear that some targets were not
comfortable to reach for multiple reasons. Some of them
were too far from the body (e.g. RC0, RC3), while some
were too close to the chest or too close from one another
(e.g. LA1, LA2, LA3).

Figure shows the different body postures adopted by a
participant when performing the touch sequence LC2 - LB2
- LA2. We can observe that the finger and hand orientation
do not change between LC2 and LB2 but that the movement
is made by the wrist, elbow and shoulder, while to reach
LA2 all joints are used.

When looking at the snapshots, different postures were
seen depending on the position of the target on the table.
When comparing body posture for mirrored points, it
seems that the gesture is mirrored and not completely dif-
ferent. It was also mentioned during an interview that an-
nouncing the whole sequence in advance may have an in-
fluence on the accuracy. This participant said that when
touching a target, he was already thinking about the next
one.
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Figure 3.4: different body posture for the same target in different touch sequences.

Another finding regarding the way people dealt with oc-
clusion was made. Some sequences were made in such a
way that the following target would be hidden by the par-
ticipant’s arm when he reached for the first one. Some par-
ticipants reached for the first target using the most natu-
ral and direct gesture, thus occluding the next target, while
others chose not to occlude them and created an arc with
their arm to go around the targets. For this experiment,
the targets had a label next to them so that the participant
would know which one to tap on. It is possible that the
participants’ movements were influenced by them.

The most interesting result was that the body posture when
touching a particular point was different depending on the
touch sequence it was part of. For instance, when touch-
ing LB1 the elbow of the participant in figure was at
more acute angle in the sequence LC1, LB1, LA1 than in the
sequence LAO, LB1, LC2.

These findings lead us to formulate a new set of hypothe-
ses:

e For a given position on the table, different predeces-
sor and successor points will create different postures
and offsets. In the rest of this thesis, this will be re-
ferred as the predecessor and successor effect.

e Different arm postures for the same finger and hand
posture will create different offsets

People deal with
occlusions in
different ways.

Different body
postures are
observed for the
same target, when it
is part of different
sequences.
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We split the
experiment in two
parts: the sequence
effect and the
position of the target
on the table.

We placed the
targets on a fixed
circular layout.

e Different angles between the gaze and the finger di-
rection will create different offsets (i.e. finger and
gaze direction crossing at different angles)

o If the target becomes hidden by their arm, partici-
pants will change their posture

o Offsets for mirrored posture are similar

e Same touch sequences made on different parts of the
table will produce different offsets.

3.2 Next Design

These hypotheses caused a number of changes in the de-
sign and implementation of the experiment. As we have
seen, the body posture may be influenced by the position
of the target on the table, but also by the predecessor and
successor touch (or sequence effect). These two hypotheses
cannot be tested at the same time, thus the experiment was
split in two parts. The first part of the study would focus
on the sequence effect while the second one would verify
the other hypotheses.

3.2.1 Touch Sequence Effect

In order to check the predecessor an successor effect with-
out being influenced by the position of the target on the
table, we designed an eight pointed star (see Figure [3.5).
Each point of the star and its center was a target in the ex-
periment. The distances between the points of the star and
the center were the same, thus eliminating an independent
variable. The distance between the outer points and the
center was 20 cm. All the points were in a 40 cm diameter
area in front of the user, which made them easily reachable
without stretching.

Three points patterns were used, all going through the cen-
ter, and on this point, the predecessor and successor effect
can be investigated. 24 patterns were selected out of the 64
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Figure 3.5: Position of the points and the sequences used.
Each sequence was done in both directions.

patterns possible. This set is large enough to see different
patterns, while at the same time small enough to analyze
the results. We planned to repeat this pattern at different
places on the table to see if it had an influence on the touch
sequence effect.

3.2.2 Body Posture and Position on Table

The second part of the study was to investigate the effect
of the body posture on the touch offset without the pos-
sible interference of the predecessor and successor effect.
To this end, we decided to use a grid of evenly distributed
points on the table. The points were all within arm length
without stretching. To remove any touch sequence effect,
the participant’s hand would move back to a resting posi-
tion between touches. This way, all touches would have the
same predecessor and no successor. The order of the points
would be randomized using a latin square design. All of
the points would be used the same number of times, and
sequences would be counterbalanced.

During the rest of this thesis, we focus on the successor and
predecessor effect on the touch offset. The body posture
effect on different positions of the table remains to be in-
vestigated.

We used three-points
patterns, all going
through the same
middle point.

Test the effect of the
position of the target
on the table with a
grid of evenly
distributed points.

We focused on the
predecessor and
successor e